Assessment Information

 Machine Learning

Assessment 2: 
This document supplies detailed information on assessment tasks for this unit.

Key information

· Due: 5th September 2018 by 11.30pm AEST
· Weighting: 25%
· Word count: Max 30 pages
Learning Outcomes

This assessment assesses the following Unit Learning Outcomes (ULO) and related Graduate Learning Outcomes (GLO):

	Unit Learning Outcome (ULO)
	Graduate Learning Outcome (GLO)

	
	

	ULO 2: Work collaboratively and apply linear and
	GLO 1: Discipline knowledge and capabilities

	logistic regression, and linear Support Vector
	GLO 4: Critical thinking

	Machines for designing accurate classifier.
	GLO 5: Problem solving

	
	

	ULO 5: Implement model selection and compute
	GLO 1: Discipline knowledge and capabilities

	relevant evaluation measure for a given problem.
	GLO 4: Critical thinking

	
	


Purpose

In this assessment, you need to demonstrate your skills for applying regularized logistic regression to perform two-class and multi-class classification for real-world tasks. You also need to demonstrate your skill in recognizing under-fitting/overfitting situations

Instructions

This is group assessment task. Students will be required to analyse a given real-world scenario and contribute to the classifier design.

The group response to problem solution should not exceed 30 pages. Students will be required to consolidate their individual solutions and propose best solution that evidences each group member’s contribution along with a rationale for the group’s response to solving the problem.

Task A – Binary Classification

For this problem, we will use a subset of here. Note that this dataset has some information missing.

1.1 Data Munging

Cleaning the data is essential when dealing with real world problems. Training and testing data is stored in "data/wisconsin_data" folder. You have to perform the following:

· Read the training and testing data. Print the number of features in the dataset.
· For the data label, print the total number of 1's and 0's in the training and testing data. Comment on the class distribution. Is it balanced or unbalanced?
· Print the number of features with missing entries.
· Fill the missing entries. For filling any feature, you can use either mean or median value of the feature values from observed entries.
· Normalize the training and testing data.
(3 Marks)

1.2 Logistic Regression Train logistic regression models with L1 regularization and L2 regularization using alpha = 0.1

and lambda = 0.1. Report accuracy, precision, recall, f1-score and print the confusion matrix.

(5 Marks)
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1.3 Choosing the best hyper-parameter

For L1 model, choose the best alpha value from the following set:

{0.1,1,3,10,33,100,333,1000, 3333, 10000, 33333}.

For L2 model, choose the best lambda value from the following set:

{0.001, 0.003, 0.01, 0.03, 0.1,0.3,1,3,10,33}.

To choose the best hyperparameter (alpha/lambda) value, you have to do the following:

· For each value of hyperparameter, perform 100 random splits of training data into training and validation data.
· Find the average validation accuracy for each 100 train/validate pairs. The best hyperparameter will be the one that gives maximum validation accuracy. Use the best alpha and lambda parameter to re-train your final
L1 and L2 regularized model. Evaluate the prediction performance on the test data and report the following:

· Precision
· Accuracy
· The top 5 features selected in decreasing order of feature weights.
· Confusion matrix
Finally, discuss if there is any sign of underfitting or overfitting with appropriate reasoning.

(7 Marks)

Task B Multiclass Classification

For this experiment, we will use a small subset of MNIST dataset for handwritten digits. This dataset has no missing data. You will have to implement one-versus-rest scheme to perform multi-class classification using a binary classifier based on L1 regularized logistic regression.

2.1 Read and understand the data, create a default One-vs-Rest Classifier

1- Use the data from the file reduced_mnist.csv in the data directory. Begin by reading the data. Print the following information:

· Number of data points
· Total number of features
· Unique labels in the data
2- Split the data into 70% training data and 30% test data. Fit a One-vs-Rest Classifier (which uses Logistic regression classifier with alpha=1) on training data, and report accuracy, precision, recall on testing data.

(3 Marks)

2.2 Choosing the best hyper-parameter

1- As in section 1.3 above, now create 10 random splits of training data into training and validation data. Choose the best value of alpha from the following set: {0.1, 1, 3, 10, 33, 100, 333, 1000, 3333, 10000, 33333}. To choose the best alpha hyperparameter value, you have to do the following:

· For each value of hyperparameter, perform 10 random splits of training data into training and validation data as said above.
· For each value of hyperparameter, use its 10 random splits and find the average training and validation accuracy.
· On a graph, plot both the average training accuracy (in red) and average validation accuracy (in blue) w.r.t. each hyperparameter setting. Comment on this graph by identifying regions of overfitting and underfitting.
· Print the best value of alpha hyperparameter.
(7 Marks)

2- Evaluate the prediction performance on test data and report the following:

· Total number of non-zero features in the final model.
· The confusion matrix
· Precision, recall and accuracy for each class.
Finally, discuss if there is any sign of underfitting or overfitting with appropriate reasoning

References

· Finding missing values
· Titanic Problem
· Numpy: Sorting and Searching
· Multiclass Classification
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Submission details

·  University has a strict standard on plagiarism as a part of Academic Integrity. To avoid any issues with plagiarism, students are strongly encouraged to run the similarity check with the Turnitin system, A Similarity score MUST NOT exceed 39% in any case.
Referencing

You must correctly use the Harvard method in this assessment
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Assessment Task 2: task rubric

	
	Criteria
	
	Excellent
	
	Good
	
	Fair
	
	Unsatisfactory

	
	
	
	
	
	
	
	
	
	

	
	PART 1
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	Criteria 1:
	
	3 marks
	
	2 marks
	
	1 mark
	
	0 mark

	
	•  Read the training and testing data. Print the number of features in the dataset.
	
	Successfully
	
	Successfully
	
	Successfully
	
	Failed to complete any

	
	•  For the data label, print the total number of 1's and 0's in the training and testing
	
	completed all four
	
	completed at least 2
	
	completed only one
	
	task satisfactorily.

	
	data. Comment on the class distribution. Is it balanced or unbalanced?
	
	tasks.
	
	tasks and satisfactorily
	
	task.
	
	

	
	•  Print the number of features with missing entries.
	
	
	
	tried other tasks.
	
	
	
	

	
	•  Fill the missing entries. For filling any feature, you can use either mean or median
	
	
	
	
	
	
	
	

	
	value of the feature values from observed entries.
	
	
	
	
	
	
	
	

	
	•  Normalize the training and testing data.
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	Criteria 2:
	
	5 marks
	
	3 marks
	
	2 marks
	
	0 mark

	
	•  Train logistic regression model with L1 regularization using alpha = 0.1.
	
	Successfully
	
	Successfully
	
	Successfully
	
	Failed to complete any

	
	•  Train logistic regression model with L2 regularization using lambda = 0.1.
	
	completed all three
	
	completed any two of
	
	completed any one of
	
	given task.

	
	•  Report accuracy, precision, recall, f1-score and print the confusion matrix.
	
	tasks.
	
	the three tasks.
	
	the three tasks.
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	Criteria 3:
	
	5 marks
	
	3 marks
	
	2 marks
	
	0 mark

	
	•  For L1 model, choose the best alpha value from the provide set of values.
	
	Successfully
	
	Successfully
	
	Successfully
	
	Failed to complete any

	
	•  For L2 model, choose the best lambda value from the provided set of values.
	
	completed all three
	
	completed any two of
	
	completed only one of
	
	given task.

	
	•  Evaluate the prediction performance on test data, report results and discuss if there
	
	tasks.
	
	the three tasks.
	
	the three tasks.
	
	

	
	is any sign of underfitting or overfitting with appropriate reasoning.
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	PART 2
	
	Excellent
	
	Good
	
	Fair
	
	Unsatisfactory

	
	
	
	
	
	
	
	
	
	

	
	Criteria 1:
	
	3 marks
	
	2 marks
	
	1 mark
	
	0 mark

	
	•  Read and report requested properties of the provided data set.
	
	Successfully
	
	Successfully
	
	Successfully
	
	Failed to complete any

	
	•  Split the data into 70% training data and 30% test data. Fit a One-vs-Rest Classifier.
	
	completed all three
	
	completed any two of
	
	completed any one of
	
	given task.

	
	
	
	tasks.
	
	the three tasks.
	
	the three tasks.
	
	

	
	
	
	
	
	
	
	
	
	

	
	Criteria 2:
	
	7 marks
	
	5 marks
	
	4 marks
	
	0 mark

	
	•  Create 10 random splits of training data into training and validation data. For L1
	
	Successfully
	
	Successfully
	
	Successfully
	
	Failed to complete any

	
	model, choose the best alpha value from the provide set of values.
	
	completed all three
	
	completed any two of
	
	completed any one of
	
	given task.

	
	•  Evaluate the prediction performance on test data and report requested results.
	
	tasks.
	
	the three tasks.
	
	the three tasks.
	
	

	
	•  Discuss if there is any sign of underfitting or overfitting with appropriate reasoning
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	


